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Synopsis

Many industries, including the automotive industry, face the task of improving product quality while minimizing warranty costs. Product quality problems are monitored during the warranty period through the claims filed against the products. This process generates large volumes of data records, which are typically stored in a warranty database or data warehouse. By analyzing the warranty claims, companies improve product development processes, advance product design, and make modifications to their manufacturing and assembly systems, with the aim to improve product quality and reduce warranty costs. The acquisition, preprocessing, and analysis of warranty data for complex products produced in large volumes (e.g., automobiles) is not a trivial problem, and requires effective data analysis or mining algorithms. Traditionally, this was the responsibility of data analysts who generally used statistical techniques and tools. However, the scope of this activity has recently changed. For example, widespread usage of computers and networking technologies and the introduction of new data acquisition systems in automotive companies, dealerships, and repair shops has allowed automotive original equipment manufacturers (OEM) to capture millions of transactions and create large electronic databases, which store manufacturing, product, and sales-related data. These data can be analyzed to develop useful knowledge, such as trends, patterns, or causal relationships between product and warranty claim attributes that may enable companies to effectively spot defects, discover the root causes of problems, and formulate an action plan to remedy the problem and improve quality. Acquisition, representation and proper interpretation of such knowledge may lead to significant savings in warranty costs and attainment of product goodwill.

In this research a new association rule generation algorithm for warranty data analysis is developed. The algorithm uses elementary set concept and database manipulation techniques to develop useful relationships between product attributes and causes of failure. These relationships (knowledge) are represented using IF-THEN association rules, where the IF portion of the rule includes set of attributes representing product features (e.g., production date, repair date, mileage at repair, transmission, engine type and so on), and THEN portion of the rule includes a set of attributes that represent the decision outcome (e.g., problem-related labor code). Once association rules are developed, the algorithm applies a statistical analysis technique to evaluate the significance of each rule. The rules that pass the significance test are reported in a solution. An application of the association rule generation algorithm is presented with a data mining case study from the automotive industry. The knowledge (rules) extracted from the automotive warranty data are used to identify root causes of a particular warranty problem or develop useful conclusions.

This research also developed a sequential pattern mining algorithm for extracting hidden knowledge from a large amount of warranty data. The algorithm uses elementary set concept and database manipulation techniques to search for patterns or relationships among occurrences of warranty claims over time. Significant patterns provide knowledge of one (or more) product failure that leads to future product faults.
1. **Background**

Many industries, including the automotive industry, face the task of improving product quality while minimizing warranty costs. Product quality is a by-product of the effectiveness of product development processes and the production systems that are used to develop, manufacture, and assemble the product. Therefore, product quality can be improved through continuous improvement in product design and development processes and in the development of robust manufacturing and assembly systems. However, no matter how well a product is designed and manufactured, it may fail in the usage environment, either by chance or by some assignable causes. When product fails within a certain time (warranty) period, the warranty is the manufacturer’s assurance to a buyer that the product will be repaired without cost. In a service environment where dealers are more likely to replace than repair, the cost of component failure during the warranty period can easily equal three to ten times the supplier’s unit price (Baird 2000, Feng et al. 2001, Cali 1993). Consequently, companies invest a significant amount of time and resources to monitor, document, and evaluate warranty problems. Product quality problems are monitored during the warranty period through the claims filed against the products. This process generates large volumes of data records, which are typically stored in a warranty database or data warehouse. By analyzing the warranty claims, companies improve product development processes, advance product design, and make modifications to their manufacturing and assembly systems, with the aim to improve product quality and reduce warranty costs. The acquisition, preprocessing, and analysis of warranty data of complex products produced in large volumes (e.g., automobiles) is not a trivial problem, and requires effective data analysis or mining algorithms. Traditionally, this was the responsibility of data analysts, who generally used statistical techniques and tools. However, the scope of this activity has recently changed. For example, widespread usage of computers and networking technologies and introduction of new data acquisition systems in automotive companies, dealerships, and repair shops has allowed automotive OEM to capture millions of transactions and create large electronic databases, which store manufacturing, product, and sales-related data. These data can be analyzed to develop useful knowledge, such as trends, patterns, or causal relationships between product and warranty claim attributes that may enable companies to effectively spot defects, discover the root causes of problems, and formulate an action plan to remedy the problem and improve quality. Acquisition, representation and proper interpretation of such knowledge may lead to significant savings in warranty costs and attainment of product goodwill.

2. **Objectives**

The goal of this research is to develop a data mining algorithm and a software tool to assist quality and warranty data analysts in manufacturing companies in gaining and extracting knowledge about their quality issues from warranty data. The three major goals of this project are as follows:

- Develop a data mining methodology for extracting knowledge from warranty data.
- Develop a software tool that implements the developed algorithms to assist manufacturing engineers or data analysts in manufacturing organizations to perform data mining tasks.
- Apply the algorithms to warranty data obtained from industry to validate the models.
3. Approach

3.1 Source and Characteristics of Warranty Data

This research focuses on warranty data analysis in automotive industry. Typically, the automotive warranty data is gathered from two different sources: 1) manufacturing and assembly plants, and 2) automobile dealerships and repair shops (see Figure 1). The warranty data collection process starts at the manufacturing and assembly plants. Here product manufacturing and assembly information (e.g., product identification number, production date, product options, plant identification, supplier-related data) is collected and stored in the plant database. Once a product is sold, sales transaction data (e.g., product identification number, sales date) is captured at the automobile dealership. When a product quality problem occurs within the warranty period and the customer requests a repair, a warranty claim is initiated at the dealership or repair shop. Product warranty information collected at this level includes repair-related labor code, repair date, mileage-at-repair, labor and part costs, and so on. The warranty data collected at the automotive dealerships and repair shops is then transferred to the company’s claims processing department for claim acceptance or rejection. Production, sales, and repair-related data in accepted claims are combined and stored in a warranty data warehouse that is centrally located and used by quality engineering experts to perform data analysis and provide recommendations for design and manufacturing improvements. Warranty data collection and integration processes include some formidable challenges. One may see from Figure 1 that a claims processing department may need to collect and integrate data from various different sources. For example, in the automotive field, each OEM has hundreds of different plants and thousands of different dealerships and repair shops. Each of these entities (plants, dealerships, repair shops) collects and stores data differently and the data integration into one unified data warehouse can be a challenging task. It needs to be emphasized that without effective and accurate integration of data from these various sources, the extraction of meaningful knowledge can be limited.
Analysis of warranty data also presents a difficult challenge for several other reasons. First, the characteristics of warranty data attributes (or data fields) can be one of the following three types: temporal (e.g., production date, sales date, repair dates), numerical (e.g., mileage at repair, labor cost, part cost), and categorical (e.g., labor code, model and engine types). In addition, complex products such as automobiles may have hundreds of different attributes. Since they are produced in large volumes, their unified warranty database may include several millions of data records. Therefore, the warranty data analysis methods not only should be able to cope with these various data types, but should also be effective in analyzing large data sets.

Data mining can be used to discover hidden knowledge from such large warranty data sets. Based on the type of knowledge that can be mined, data mining problems in warranty analysis can be classified into the following categories (Han and Kamber, 2001):

**Association rule mining** exposes interesting relationships among a large set of data objects by showing attribute-value conditions that occur together frequently (Zhang and Zhou, 2004). Association rules obtained from the warranty data set may reveal, for example, the association between the product attributes (e.g., production date and/or option content) and the warranty problem (e.g., labor code). The association between product attributes can be represented with IF-THEN decision rules. In this decision rule, the IF portion of the rule includes a set of attributes representing the product features (e.g., production date, transmission type) and THEN portion of the rule includes a set of attributes that represent the decision outcome (e.g., specific labor code).

**Classification and prediction** involves identifying models that can describe variability within a warranty data set and predict unknown values of a specific attribute of interest (e.g., total warranty cost for the next period) based on the known values of other attributes (e.g., production data, expected product lifetime, and so on). Several studies on warranty cost and product reliability analysis implement such an approach using statistical tools and techniques.

**Sequential pattern analysis** looks for patterns or relationships between attributes of the warranty claims that occur over time. This type of analysis is of major interest to quality experts in the automotive industry, as it allows one to identify temporal relationships between various product faults. For example, the results of such analysis may reveal a pattern of occurrence where one product failure leads to another product fault at a later time.

**Text mining** is used in product warranty analysis to evaluate large volumes of textual data that include customer feedback and technician reports. Text mining attempts to identify patterns in the text and predict outcomes that describe product quality problems. Typically, knowledge is mined by observing a growth in the text cluster over time, or sudden increase in the text cluster size. The knowledge extracted from text mining can serve as an early problem detection system and may alert data analysts to perform more detailed analysis on the detected pattern.

**Data visualization** methods analyze and represent data in graphical form so it can be easily understood and interpreted by humans (Zhang and Zhou, 2004). Graphical displays of data (i.e., Pareto charts,
correlation matrices, and so on) allow analysts to interact with the data, gain problem insight, and interpret information represented in the data that is overwhelming in size and complexity. Data visualization methods are widely used in industry for warranty analysis.

This research focuses on association rule mining in warranty data. Thus, difficulties that one may encounter when trying to generate association rules from a warranty data set is discussed next. Scalability of the mining algorithm is important, as warranty data sets usually contain a large number of data objects and may require considerable computation efforts. Furthermore, the dimensionality of the algorithm is of importance as well, since warranty data sets may contain many potential condition and decision attributes that may result in many association rules. Finally, the characteristic (discrete value) of the decision attribute of interest (i.e., problem-related labor code) limits the type of data mining techniques that can be considered. In addition, labor code in warranty data may assume a large number of possible outcomes that may also lead to the generation of a large number of association rules. Therefore, selection of a proper mining technique must take these factors into account, so that meaningful association rules can be generated from a large data set within a reasonable computation time.

### 3.2 Association Rule Generation Algorithm

In this section a new association rule generation algorithm for warranty data analysis is presented. The algorithm uses the elementary set concept and database manipulation techniques to develop useful relationships between product attributes and causes of failure (i.e., repair labor codes). These relationships are represented in the form of IF/THEN rules, where the IF portion of the rule includes the set of attributes representing product features (e.g., production date, repair date, mileage at repair, transmission, engine type, and so on), and the THEN portion of the rule includes the set of attributes that represent decision outcome (e.g., specific labor code). Once association rules are developed, the algorithm applies statistical analysis techniques to evaluate the significance of each rule. The rules that pass the significance test are reported in a solution. Before the steps of the association rule generation algorithm are presented, the following notation is introduced.

**Notation:**

- \( C = \{c_1, c_2, \ldots, c_n\} \) (Condition attributes set)
- \( D = \{d_1, d_2, \ldots, d_m\} \) (Decision attributes set)
- \( C_i \) (Elementary set of \( C \), where \( i = 1, \ldots, p \))
- \( D_j \) (Elementary set of \( D \), where \( j = 1, \ldots, q \))
- \( V(C_i, c_k) \) (Value of attribute \( c_k \) in the elementary set \( C_i \))
- \( V(D_j, d_l) \) (Value of attribute \( d_l \) in the elementary set \( D_j \))
- \( X_{ij} \) (Intersection of elementary sets \( C_i \) and \( D_j \))
- \( f(r, a_i) \) (Value of attribute \( a_i \) for object \( r \))
- \( P \) (Percent of objects in an elementary set of condition attribute set that correspond to a rule)
Q
Percent of objects in an elementary set of decision attribute set that correspond to a rule

N
The total number of objects in the data set

Relative Strength (RS)
Percent of objects that correspond to a rule

Steps of the Association Rules Generation Algorithm

Step 1. Initialize \( C = \{c_1, c_2, \ldots, c_n\} \) and \( D = \{d_1, d_2, \ldots, d_m\} \) and define \( P' \), \( Q' \), and \( RS' \) as thresholds for \( P \), \( Q \), and \( RS \), respectively.

Step 2. Determine \( X_{ij} = C_i \cap D_j \) for each \( i = 1, \ldots, p \) and \( j = 1, \ldots, q \).

Step 3. For each \( X_{ij} \neq \emptyset \) generate a rule:

\[
\text{IF } c_1 = V(C_i, c_1) \text{ AND } \ldots \text{ AND } c_n = V(C_i, c_n), \\
\text{THEN } d_1 = V(D_j, d_1) \text{ AND } \ldots \text{ AND } d_m = V(D_j, d_m) \text{ [P, Q, RS]},
\]

where \( P = \frac{|X_{ij}|}{|C_i|} \); \( Q = \frac{|X_{ij}|}{|D_j|} \); \( RS = \frac{|X_{ij}|}{N} \).

Step 4. Discard rules obtained in Step 3 for which \( P < P' \) or \( Q < Q' \) or \( RS < RS' \).

Step 5. For each of the remaining rules, perform statistical evaluation using a chi-square \( X^2 \) statistic.

For each rule obtained from Step 4, set up a 2×2 table to test \( H_0 \). The association rule is significant, as shown in Table 1 below.

Table 1. A 2×2 table for chi-square test.

<table>
<thead>
<tr>
<th>IF</th>
<th>THEN</th>
<th>At least one ( d_l \neq V(D_j, d_l) )</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_k = V(C_i, c_k) ), ( \forall k = 1, \ldots, n )</td>
<td>( n_{11} =</td>
<td>X_{ij}</td>
<td>)</td>
</tr>
<tr>
<td>At least one ( c_k \neq V(C_i, c_k) )</td>
<td>( n_{21} =</td>
<td>D_j</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>( n_{*1} =</td>
<td>D_j</td>
<td>)</td>
</tr>
</tbody>
</table>

Using the information from the table above, calculate the chi-square statistic with one degree of freedom for the rule as follows:

\[
X^2 = \frac{n_{**}(n_{11}n_{22} - n_{12}n_{21})^2}{n_{1*}n_{2*}n_{*1}n_{*2}}
\]

IF p-value \( P(X^2 > X^2_{1,\alpha}) < \alpha \), where \( \alpha \) is the significance level of the test, THEN report the rule (i.e., the rule is statistically significant at \( \alpha \) level of confidence). Otherwise, go to Step 5.

The association rule generation algorithm starts with the initialization of the sets \( C \) and \( D \) and user defined thresholds \( P' \), \( Q' \), and \( RS' \). Each non-empty intersection of the elementary sets \( C_i \) and \( D_j \) obtained in Step 2 is represented with a single IF-THEN decision rule in Step 3. In this decision rule the IF portion of the rule includes a set of attributes representing the conditions of the rule and the THEN portion of the rule includes a set of attributes representing decisions. For each rule, the parameters \( P \), \( Q \), and \( RS \) are also evaluated in this step. Rules obtained in Step 3 are further screened in Step 4 using the user-defined thresholds of rule parameters \( P' \), \( Q' \), and \( RS' \). Finally, in Step 5, the rules that satisfy Step 4 conditions are evaluated using a statistical analysis technique. To illustrate the steps of decision rules extraction.
algorithm and how parameters $P$, $Q$, and $RS$ are used to analyze the rule, consider a sample warranty data shown in Table 2.

Assume a data analyst applies the association rule generation algorithm to explore possible relationships between the product attributes “Engine” and “Labor Code” using the data set in Table 2. In Step 1 of the algorithm, sets $C = \{\text{Engine}\}$ and $D = \{\text{Labor Code}\}$ are initialized and user-defined thresholds $P' = 50\%$, $Q' = 50\%$, and $RS' = 25\%$ are identified. In Step 2, the elementary sets $C$ and $D$ are determined and their corresponding intersections are calculated:

\[
C_1 = \{1, 2, 5, 9, 10, 12\}, \quad C_2 = \{3, 4, 6, 7, 8, 11\}
\]

\[
D_1 = \{1, 3, 4, 7, 8, 11\}, \quad D_2 = \{2, 12\}, \quad D_3 = \{5, 6, 9, 10\}
\]

\[
X_{11} = C_1 \cap D_1 = \{1\}, \quad X_{12} = C_1 \cap D_2 = \{2, 12\}, \quad X_{13} = C_1 \cap D_3 = \{5, 9, 10\},
\]

\[
X_{21} = C_2 \cap D_1 = \{3, 4, 7, 8, 11\}, \quad X_{22} = C_2 \cap D_2 = \emptyset, \quad X_{23} = C_2 \cap D_3 = \{6\}
\]

Also in this step, the values of the elementary sets are determined:

\[
V(C_1, \text{“Engine”}) = B, \quad V(C_2, \text{“Engine”}) = A
\]

\[
V(D_1, \text{“Labor code”}) = 3, \quad V(D_2, \text{“Labor code”}) = 1, \quad \text{and} \quad V(D_3, \text{“Labor code”}) = 2
\]

In Step 3 of the algorithm, the decision rules are generated and the values of parameters $P$, $Q$, and $RS$ are calculated for each rule:

Rule 1:  IF Engine = B THEN Labor Code = 3.  \[P = 16.67\%, \quad Q = 16.67\%, \quad RS = 8.33\%\]

Rule 2:  IF Engine = B THEN Labor Code = 1.  \[P = 33.33\%, \quad Q = 100\%, \quad RS = 16.67\%\]

Rule 3:  IF Engine = B THEN Labor Code = 2.  \[P = 50\%, \quad Q = 75\%, \quad RS = 25\%\]

Rule 4:  IF Engine = A THEN Labor Code = 3.  \[P = 83.33\%, \quad Q = 83.33\%, \quad RS = 41.67\%\]

Rule 5:  IF Engine = A THEN Labor Code = 2.  \[P = 16.67\%, \quad Q = 25\%, \quad RS = 8.33\%\]
In Figure 2, Rule 1 corresponds to objects 1 and 4 in Table 2, and Rule 2 corresponds to objects 2 and 12. The value of \( P = 33.33\% \) of Rule 1 indicates that one-third of the objects in the data set that have the condition Engine = B are covered by this rule. The value of \( Q = 100\% \) in the same rule indicates that all the objects with the decision Labor Code = 1 are covered by the rule. RS = 16.67\% indicates that only 2 out of 12 objects correspond to the rule.

In Step 4, Rules 1, 2 and 5 are discarded because at least one of the rule support parameters has a value lower than the thresholds, whereas Rules 3 and 4 are kept as potential strong rules. Finally, in Step 5, the chi-square test reveals that at \( \alpha = 0.05 \), Rule 4 is significant with \( X^2 = 5.33 \) and p-value = 0.02, while Rule 3 is not significant, with \( X^2 = 1.5 \) and p-value = 0.22. Table 3 provides some details on how in Step 5 of the algorithm the data in Table 2 is tabulated into 2×2 tables for Rules 3 and 4.

Table 3. 2×2 tables generated for Rules 3 and 4 and used in chi-square tests.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Labor code = 2</th>
<th>Labor code ≠ 2</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine = B</td>
<td>3</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Engine ≠ B</td>
<td>1</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Total</td>
<td>4</td>
<td>8</td>
<td>12</td>
</tr>
</tbody>
</table>

It needs to be emphasized that for an association rule that includes at least two decision attributes, of which only one is significantly associated with the condition attribute(s), the chi-square test may show that the rule is significant. This is similar to a problem where the chi-square test is used to find an association between two factors with more than two levels. A small p-value indicates that the two factors are associated without providing knowledge as to which level(s) of which factor describes the association between them. To address this problem, the user, for example, may break a significant 2-to-2 rules into four 1-to-1 rules and look at each rule individually to determine where the association is coming from.

In the association rule generation algorithm, the evaluation of elementary sets and their intersections requires considerable computation time. The algorithm assumes that the data table is stored in a flat file and processes it row-by-row. Such an approach may require considerable computation time when used to analyze a large data set. However, in most warranty data mining applications, data is kept in a database environment where one may use efficient set-oriented database operations, such as projection and cardinality (Garcia-Molina, 2001), to perform the computations. For example, for a table with attributes \( A = \{A_1, A_2, \ldots, A_n\} \) the projection operation into attributes \( A' \subseteq A \) allows quick generation of all possible combinations of values for attributes \( A' \) and evaluation of the number of rows in the original table that have those attribute values. The projection operation can be effectively used to generate all the possible non-empty intersections of elementary sets in the association rule generation algorithm.
illustrate its application, consider the data in Table 2 and the results of the projection operation for the attributes “Engine” and “Labor Code,” shown in Table 4.

<table>
<thead>
<tr>
<th>Engine</th>
<th>Labor Code</th>
<th>Cardinality</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>A</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>B</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>B</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>B</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

It can be easily checked that the combinations \{A, 2\}, \{A, 3\}, \{B, 1\}, \{B, 2\}, and \{B, 3\} are the unique value combination for the attributes “Engine” and “Labor Code” in Table 2. The column “Cardinality” in Table 4 shows the number of rows in Table 2 that have the specified combination of attribute values. Each unique combination of attribute values corresponds to a non-empty intersection of elementary sets of the attributes “Engine” and “Labor Code,” and to a rule in Figure 2. Therefore, all the rules shown in Figure 2 can be generated from the rows of projection Table 4. For example, one may see that Rules 1 and 2 can be obtained using the fifth and third row of the projection table, respectively.

Thus, in the association rule generation algorithm, instead of computing the elementary sets of C and D and using the set intersections to generate the rules, one can obtain the same rules from the projection of the original table into attributes \(C \cup D\). Since this approach utilizes highly efficient set-oriented database operations, the rule extraction process is much faster and scalable to the large datasets. Therefore, Steps 2 and 3 of the original algorithm can be modified to take advantage of the projection operation shown next:

**Step 2’.** Generate projection of the original table into attributes \(C \cup D\).

**Step 3’.** For each row \(r\) in the resulting table, generate a rule of the form:

\[
\text{IF } c_1 = f(r, c_1) \text{ AND ... AND } c_n = f(r, c_n),
\]

\[
\text{THEN } d_1 = f(r, d_1) \text{ AND ... AND } d_m = f(r, d_m), \quad [P, Q, RS],
\]

where \(P = |C_r \cap D_r| / |C_r|; Q = |C_r \cap D_r| / |D_r|; RS = |C_r \cap D_r| / |N|; S = |C_r \cap D_r|, \)

\(C_r \) and \(D_r \) are the elementary sets of \(C\) and \(D\), respectively, and \(|C_r \cap D_r|, |C_r|,\) and \(|D_r|\) are obtained from the projection and cardinality of the data table to attributes \(C \cup D, C,\) and \(D,\) respectively.

### 4. Results

In this section, the application of the association rule generation algorithm is presented with a data mining case study from the automotive industry. The emphases are on data collection, preprocessing, and analysis of computation results rather than on the algorithm itself.

#### 4.1. Data source and data preprocessing
The automotive warranty data sets used in this study had been collected over a two-year period and contain 684,038 records (objects) of warranty claims for a specific vehicle model. Each object contains 88 attributes and vehicle-related problems are represented by 2,238 different labor codes with a total warranty cost of $83,130,943. First, data preprocessing is performed to identify the completeness and usefulness of the attributes in the data set. In this step, attributes with missing and null values, redundant attributes, and attributes that are considered irrelevant (e.g., attributes representing the dealership location and type) are eliminated to improve the computation time of the algorithm and the usefulness of the results. Also in this step, the attributes with continuous values (e.g., mileage-at-repair) are clustered using the K-means clustering algorithm (Johnson and Wichern, 1998). Typically, the number of clusters is determined by the data analyst based on his or her expertise. However, in this research, Beale’s F-type statistic (Johnson, 1998) is used for selecting the appropriate number of clusters for the mileage-at-repair attribute. The pseudo F-statistic is as follows:

$$F\text{-Statistic} = \frac{(W_2 - W_1)/((N - c_2)k_2 - (N - c_1)k_1)}{W_1/(N - c_1)k_1}$$

where $c_1$ and $c_2$ are two different numbers of clusters considered, and $c_1 > c_2$, $k_1 = c_1^{-2/p}$, $k_2 = c_2^{-2/p}$; $p$ is the dimensionality of the data objects to be clustered; $W_1$ and $W_2$ are the corresponding sums of squares within the clusters, computed from distances between the objects and their cluster means; and $N$ is the total number of objects.

When Beale’s F-Statistic $> F_{\nu_1,\nu_2}$, where $\nu_1 = (N - c_2)k_2 - (N - c_1)k_1$ and $\nu_2 = (N - c_1)k_1$, one would prefer $c_1$ over $c_2$. Using Beale’s F-statistic, it is determined that the appropriate number of clusters for the attribute mileage-at-repair is fourteen.

The data preprocessing step eliminates all but ten attributes from the initial data set. These ten attributes, along with their number of possible outcomes, are shown in Table 5.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Number of possible values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chassis package</td>
<td>5</td>
</tr>
<tr>
<td>Engine</td>
<td>6</td>
</tr>
<tr>
<td>Engine family</td>
<td>28</td>
</tr>
<tr>
<td>Fuel economy code</td>
<td>2213</td>
</tr>
<tr>
<td>Merchandizing model code</td>
<td>20</td>
</tr>
<tr>
<td>Mileage-at-repair</td>
<td>14</td>
</tr>
<tr>
<td>Production month-year</td>
<td>35</td>
</tr>
<tr>
<td>Transmission</td>
<td>4</td>
</tr>
<tr>
<td>Vehicle series</td>
<td>10</td>
</tr>
<tr>
<td>Labor code</td>
<td>2238</td>
</tr>
</tbody>
</table>

4.2. Analysis of Computation Results
Once the data preprocessing is complete, the association rule generation algorithm is used to obtain rules from the data. The algorithm is implemented in a C# .NET programming environment and uses an Oracle 9i database server to organize and manipulate the data. Furthermore, a Pentium 4 (1.7 GHz, 256 Mb of RAM) personal computer is used to analyze the data. Nine out of ten remaining attributes that describe vehicle features are used as condition attributes, and the labor code that describes potential product problems is used as decision attribute in the mining algorithm.

Table 6. Labor codes with the highest warranty costs.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Labor code</th>
<th># of data objects</th>
<th>Warranty cost</th>
<th>P'=5%</th>
<th>P'=10%</th>
<th>Q'=5%</th>
<th>Q'=10%</th>
<th>Q'=20%</th>
<th>Q'=30%</th>
<th>Q'=50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>C9200</td>
<td>1,870</td>
<td>$ 4,027,262</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>P9945</td>
<td>3,203</td>
<td>$ 2,924,698</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>Y7640</td>
<td>3,623</td>
<td>$ 2,515,307</td>
<td>30</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>K2800</td>
<td>54,464</td>
<td>$ 2,443,604</td>
<td>996</td>
<td>63</td>
<td>14</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>F0330</td>
<td>2,911</td>
<td>$ 2,264,247</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>D360</td>
<td>4,453</td>
<td>$ 1,840,058</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>F7785</td>
<td>316</td>
<td>$ 1,394,255</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>G0170</td>
<td>10,134</td>
<td>$ 1,310,867</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>G5720</td>
<td>1,775</td>
<td>$ 1,225,698</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>D751</td>
<td>14,183</td>
<td>$ 1,017,420</td>
<td>1,860</td>
<td>375</td>
<td>206</td>
<td>50</td>
<td>13</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

All the possible IF/THEN association rules (i.e., 1 to 1 through 9 to 1 rules) are considered. Due to the large quantity of the data and the many possible decision outcomes, an overwhelming number of association rules are generated. However, since the goal here is to find association rules that describe the major portion of the warranty costs, focus should not only be on significant rules, but also on rules that explain product problems that have a large dollar amount tied up in them. Table 6 shows the top ten labor codes in terms of warranty costs, the number of data objects associated with each labor code, and the number of significant rules generated for each of the ten labor codes assuming different threshold values for rule parameters. Ten labor codes shown in Table 6 account for approximately 25% of the total vehicle warranty costs, and therefore the analysis concentrates on finding strong association rules that may explain the root causes of vehicle problems represented by these labor codes.

The columns of Table 6 represent the number of rules extracted for each of the ten labor codes assuming various thresholds for rule support parameters, such as \( P' = 5\% \) and \( 10\% \); \( Q' = 5\%, 10\%, 20\%, 30\%, \) and \( 50\% \); and \( \alpha = 0.05 \). Note that the parameter RS’ is not used for rule filtering in Step 4 of the algorithm.
Because of the large number of objects in the data set, it is unlikely that any rule can correspond to a large percentage of data records. Instead, in this example, the number of data objects (QTY) is used as the rule filtering parameter and is set to QTY = 50 (i.e., a rule with QTY ≤ 50 is dropped from further consideration). Also, P’ is set from 5-10% (i.e., small values) as the data set includes a large number of decision outcomes for condition attributes (see Table 5), thus making it unlikely for rules to have a high value of P.

From the results presented in Table 6 one may see that the algorithm is able to generate statistically significant rules for the labor codes P9945, Y7640, K2800, and D7510. Examples of the extracted rules, which are categorized based on the knowledge contained in them, are shown in Figures 3, 4, and 7, along with rule strengths. Six different rules presented in Figure 3 capture the relationships between vehicle features and labor codes. Rule 1 in Figure 3 relates labor code K2800 to vehicle transmission T05. This rule accounts for 90.67% of the total cost associated with this warranty problem ($2,215,722 out of possible $2,443,603). The rule parameters indicate that 9.09% (P=9.09%) of all vehicles with the transmission T05 have a problem explained by labor code K2800, and 90.88% (Q=90.88%) of all vehicles with this problem have the transmission T05. The total number of data objects (i.e., transactions) that support this rule is 49,496, which is 7.24% of the total objects. Similarly, according to Rule 2, 8.99% of all vehicles with the engine E02 have the problem described by the labor code D7510, and 89.59% of all vehicles with this problem have the engine E02.

Rule 3 is a strong rule that describes relationships between multiple vehicle features (i.e., engine and engine family) and labor code D7510. One may see that Rule 3 is a somewhat extended version of Rule 2, as it includes one additional vehicle feature (i.e., engine family = EF0080) in the condition (IF) portion of the rule. By comparing Rules 2 and 3, it is apparent that there is a trade-off between the number of condition attributes in the rule, its Q value, and the dollar amount explained by the rule. When a new condition attribute (i.e., engine family) is added to the rule, the rule then becomes more unique, and the value of parameter Q decreases (see Rule 2 versus Rule 3 in Figure 3). Interesting conclusions can be drawn when one analyzes the results presented in Rules 3 and 3’ simultaneously. Rule 3 indicates that vehicles equipped with the engine E02 that belong to the engine family EF0080 had a significant number of problems described by the labor code D7510. Rule 3’ indicates that vehicles that had the same engine E02 that were part of an engine family other than EF0080 had a relatively small number of similar problems. In other words, an examination of Rules 3 and 3’ indicates that the problem described by the labor code D7510 may be more unique to vehicles that have engine E02 and also belong to engine family EF0080. Also, by comparing warranty costs covered by Rules 2 and 3, one may see that 96% of the warranty costs (i.e., $876,067 out of $910,820) associated with the labor code D7510 are for the vehicles that have engine options covered in the condition portion of Rule 3. Finally, Rule 4 extends Rule 3 to include one additional vehicle feature (i.e., transmission T05) in the condition (IF) portion of the rule. Rule 4 indicates that the problem described by the labor code D7510 is more unique to vehicles that have transmission T05, engine E02, and belong to engine family EF0080. In fact, warranty cost comparison of Rules 4 and 4’ indicate that when vehicles with the above engine options are not equipped with the transmission T05, the vehicle problem described by the labor code D7510 is minimal. Finally, comparison
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of the warranty costs covered by Rules 2 and 4 indicates that 85% of the warranty costs (i.e., $771,375 out of $910,820) associated with the labor code D7510 are for vehicles that have engine and transmission options covered in the condition portion of Rule 4. From the problem root cause analysis standpoint, strong rules with a larger number of condition attributes are preferable, as they identify unique combinations of vehicle options that may develop a problem described by the labor code.

Figure 3. Association between vehicle feature(s) and labor code.

Figure 4 summarizes strong rules that capture interesting relationships between vehicle features, production periods, and a labor code. Rules 5, 6, 7, and 8 and Figure 5 show how association captured in Rule 1 between transmission T05 and labor code K2800 is spread out over several production periods. Relatively small Q values of these types of rules can be explained by the fact that they are calculated based on the total number of vehicles that developed a problem explained by the labor code K2800. However, when production period is also added to the decision attributes and considered in the THEN portion of the rules (see Rule 5’, 6’, 7’, and 8’), the Q values for these rules are calculated only based on the number of vehicles with the labor code K2800 that are produced within that production period. The latter yields Q = 93.02%, 93.56%, 92.23%, and 95.24% for December, March, June, and September, respectively, and indicates strong association between transmission T05 and labor code K2800 within each production month. Figure 6 shows Q value distribution of rules that relate transmission T05 and each of the 33 production periods in the data set to a labor code K2800 (i.e., rules similar to 5, 6, 7, 8 in Figure 5). In other words, Figure 5 shows how the value of Q = 90.88% from Rule 1 is distributed among 33 production periods. From Figure 5, one can see that Q peaks during the initial stages of the production
and then decreases steadily, which reflects the decrease in the number of occurrences of labor code K2800.

Figure 6 shows a Q value trend of rules for which production period is included as part of the decision attributes (i.e., rules similar to Rules 5', 6', 7' and 8' in Figure 4). From Figure 6, one may see that the trend of Q is stable throughout the production periods. Results presented in Figure 6 indicate that regardless of the number of occurrences, labor code K2800 and transmission T05 are closely associated. Furthermore, from the above discussion and results presented in Figure 6, one may also conclude that the root cause of the problem described by K2800 is not due to production issues, as the Q value is very stable based on month-to-month production. However, if one were to notice large fluctuations in Q in Figure 6, this may be an indicator that there were some production issues during that time period that may have contributed to the problem K2800.

Rul 5: IF Production month = December AND Production year = 2001 AND Transmission = T05 THEN Labor code = K2800.
   [P = 15.77%, Q = 7.26%, RS = 0.58%, QTY = 3,956, TC = $179,489]
   [P = 15.77%, Q = 93.02%, RS = 0.58%, QTY = 3,956, TC = $179,489]
   [P = 10.67%, Q = 4.80%, RS = 0.38%, QTY = 2,614, TC = $117,063]
   [P = 10.67%, Q = 93.56%, RS = 0.38%, QTY = 2,614, TC = $117,063]
Rul 7: IF Production month = June AND Production year = 2002 AND Transmission = T05 THEN Labor code = K2800.
   [P = 9.20%, Q = 2.81%, RS = 0.22%, QTY = 1,532, TC = $65,798]
Rul 7': IF Production month = June AND Production year = 2002 AND Transmission = T05 AND Production month = June AND Production year = 2002.
   [P = 9.20%, Q = 92.23%, RS = 0.22%, QTY = 1,532, TC = $65,798]
Rul 8: IF Production month = September AND Production year = 2002 AND Transmission = T05 THEN Labor code = K2800.
   [P = 9.22%, Q = 4.48%, RS = 0.36%, QTY = 2,439, TC = $107,047]
   [P = 9.22%, Q = 95.24%, RS = 0.36%, QTY = 2,439, TC = $107,047]
Figure 7 provides examples of association rules between mileage-at-repair, vehicle features, and labor code. Rule 9 in Figure 7 indicates that approximately one third ($P=32.39\%$) of the vehicles develop a problem described by the labor code Y7640 after reaching 58,000 miles of usage. However, $Q=5.69\%$ in Rule 9 indicates that majority of the vehicles (94.31\%) developed Y7640 type problems at lower mileage. Rules 10, 11, and 12 develop useful relationships between a vehicle feature (transmission T05), mileage-at-repair, and a labor code (P9945). Figure 8 illustrates Q value distribution for the aforementioned type of rules for fourteen mileage-at-repair intervals defined by the clustering algorithm. Results in Figure 8 reveal that majority of the vehicles with the transmission T05 developed a problem described by the labor code P9945 when the vehicle usage mileage was between 18,000 to 40,000 miles. This also indicates that approximately 75\% of these types of problems occur within the three-year or 36,000-mile warranty period, an important threshold for most automotive manufacturers.
times required to generate association rules from various-size datasets with and without a database “projection” operation are shown in Table 7. From Table 7, one may see that the database “projection” operation significantly reduces the computation time of the association rule generation algorithm when evaluating association rules from large datasets. For example, for a dataset with 50,000 objects, the association rule generation algorithm that utilizes “projection” operation generates all the possible rules within a second on a 2 GHz PC. Without database operation, it takes more than 17 minutes to produce the same results. From Table 7 one may see that as the size of the dataset increases, the effectiveness of the “projection” operation presented in Section 3 becomes more apparent and critical. To obtain a solution for a database with 300,000 objects, the algorithm that uses a “projection” operation produces the desired list of association rules within 42 seconds, while without this procedure it takes more than ten hours to produce the same results.

Table 7. Analysis of computer processing time of the association rule generation algorithm.

<table>
<thead>
<tr>
<th>Number of objects</th>
<th>Computation Time (min:ss)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Association rule generation algorithm</td>
</tr>
<tr>
<td></td>
<td>with database “projection” operation</td>
</tr>
<tr>
<td>50,000</td>
<td>00:01</td>
</tr>
<tr>
<td>100,000</td>
<td>00:03</td>
</tr>
<tr>
<td>200,000</td>
<td>00:06</td>
</tr>
<tr>
<td>250,000</td>
<td>00:39</td>
</tr>
<tr>
<td>300,000</td>
<td>00:42</td>
</tr>
</tbody>
</table>

5. Conclusions

In this research a new association rule generation algorithm for the analysis of automotive warranty data was presented. The algorithm combined elementary set concept and database operation functions to extract useful knowledge from warranty data. This knowledge was represented in the form of IF-THEN association rules, where the IF portion of the rule contained product feature attributes and THEN portion included problem-related labor code. Once association rules are generated, the algorithm applies statistical analysis techniques to evaluate the significance of each rule. The rules that pass the significance test are reported in the solution. Application of the association rule generation algorithm was presented with a data mining case study from the automotive industry. The knowledge (rules) extracted from the automotive warranty data were used to identify root causes of a particular warranty problem and to develop useful conclusions. Detailed discussion on the source and characteristics of warranty data were also presented. Experience with the automotive example showed that the application of data mining techniques to real world problems is difficult. Unless the information technology systems are designed to capture the desired information and able to easily piece together the disparate pieces of data, the quality of the knowledge extracted from the data may be uncertain. Therefore, future research in warranty data mining should concentrate on the development of techniques that allow for the fast and easy integration of data from different sources (i.e., assembly plants, dealerships, and repair shops) into one unified warranty data warehouse. Development of effective text mining algorithms that can extract knowledge from textual warranty input may significantly help this process. Finally, integrating association rule
generation methods with sequential pattern analysis techniques, which concentrate on finding relationships between attributes of warranty problems that occur over time, should also be the focus of future research.

6. Impact

Educational

Data mining models and algorithms developed in this research as well as documented automotive case studies have been incorporated into the new course IMSE 560 Data Warehousing and Mining offered by the Department of Industrial and Manufacturing Systems Engineering. One of the main tasks of the proposed project was the testing and validation of the data mining algorithm on real automotive warranty data and the study of the effectiveness (i.e., number of extracted rules, importance of extracted rules, insight gained) and efficiency of the algorithms (i.e., computational time and quality of solutions). All of these results are presented to IMSE 560 students, which significantly enhances the learning process. In addition, the approaches, algorithms, and results of this research project were also introduced into the course IMSE 533 Manufacturing Systems, taught by the Professor Zakarian, co-PI of this project, in the Fall 2004 and 2005 semesters. Practical data mining problems are introduced and studied in this course.

Finally, three different Graduate Student Research Associates were supported by this research grant. All three successfully completed their MS degree requirements in College of Engineering and Computer Science at the University of Michigan-Dearborn.

1. Pallavi Bhalerao, MS, Computer and Information Sciences, May 2006. Currently at Motorola, Ms. Bhalerao developed models, algorithms and software for sequential pattern mining in automotive warranty data.

2. Yuri Siradeghyan, MS, Computer and Information Sciences, May 2006. Currently at Microsoft Research, Mr. Siradeghyan worked on the development of association rule generation algorithms and software for the mining of automotive warranty data.


Industrial

In this research, a new association rule generation algorithm for warranty data analysis was developed. Application of the algorithm was illustrated with an automotive warranty data analysis example. The knowledge extracted from the warranty data was represented by association rules, which relate product attributes to warranty problems, and were used to identify associations between product features and the occurrence of a particular warranty problem.
This research also developed sequential pattern mining algorithms for extracting hidden knowledge from a large amount of warranty data. The algorithm used elementary set concept and database manipulation techniques to search for patterns or relationships among occurrences of warranty claims over time. Significant patterns provide knowledge of one or more product failures that lead to future product fault(s).

Data mining algorithms developed in this research provide solid technical framework for analysis of large manufacturing data sets. Also, the industrial case study developed in this research clearly illustrates how the results obtained from the algorithm can be used in industrial settings for quality control purposes and for the identification of root causes of production problems.
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